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A B S T R A C T

Colorectal cancer (CRC) is a primary global health concern, and identifying the molecular pathways,
genetic subtypes, and mutations associated with CRC is crucial for precision medicine. However, traditional
measurement techniques such as gene sequencing are costly and time-consuming, while most deep learning
methods proposed for this task lack interpretability. This study offers a new approach to enhance the state-
of-the-art deep learning methods for molecular pathways and key mutation prediction by incorporating cell
network information. We build cell graphs with nuclei as nodes and nuclei connections as edges of the network
and leverage Social Network Analysis (SNA) measures to extract abstract, perceivable, and interpretable
features that explicitly describe the cell network characteristics in an image. Our approach does not rely on
precise nuclei segmentation or feature extraction, is computationally efficient, and is easily scalable. In this
study, we utilize the TCGA-CRC-DX dataset, comprising 499 patients and 502 diagnostic slides from primary
colorectal tumours, sourced from 36 distinct medical centres in the United States. By incorporating the SNA
features alongside deep features in two multiple instance learning frameworks, we demonstrate improved
performance for chromosomal instability (CIN), hypermutated tumour (HM), TP53 gene, BRAF gene, and
Microsatellite instability (MSI) status prediction tasks (2.4%–4% and 7–8.8% improvement in AUROC and
AUPRC on average). Additionally, our method achieves outstanding performance on MSI prediction in an
external PAIP dataset (99% AUROC and 98% AUPRC), demonstrating its generalizability. Our findings highlight
the discrimination power of SNA features and how they can be beneficial to deep learning models’ performance
and provide insights into the correlation of cell network profiles with molecular pathways and key mutations.
1. Introduction

Realizing trustworthy computer-assisted diagnostic systems for
histopathology applications is now feasible because of developments
in digital pathology and the emergence of powerful computational
techniques like Deep Learning (DL). In particular, Convolutional Neural
Networks (CNNs) (LeCun et al., 2015) have shown promising results
in solving fundamental processing tasks in Computational Pathology
(CPath) such as nuclei instance segmentation (Graham et al., 2019;
Alemi Koohbanani et al., 2019, 2020), tissue segmentation (Graham
et al., 2022b; Shephard et al., 2021; Jahanifar et al., 2021), and
tissue classification (Vuong et al., 2022). Several studies have reviewed
numerous tasks in which DL methods can help to improve task perfor-
mance, pathologist efficiency, and patient care (Srinidhi et al., 2021;
Hong and Fenyö, 2022; Madabhushi and Lee, 2016; Janowczyk and
Madabhushi, 2016).
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With advances in Whole-Slide Image (WSI) scanning and increas-
ing adoption of digital pathology, it is now possible to design ma-
chine learning (ML) algorithms that can capture information from
the whole tissue slide and predict complex entities such as cancer
diagnosis labels (Campanella et al., 2019; Lu et al., 2021b), tumour
grading (Oliveira et al., 2021), and patient prognosis (Kather et al.,
2019a; Chen et al., 2022). Usually, these methods are trained on large-
scale datasets of WSIs for which only patient-level or slide-level labels
are available, i.e. weakly-labelled datasets. To leverage these kinds of
datasets, a specific type of weakly-supervised learning approach, called
Multiple Instance Learning (MIL), has been widely utilized (Carbonneau
et al., 2018). Usually, DL-based MIL approaches for CPath assume a WSI
as a labelled ‘‘bag’’ of image tile ‘‘instances’’. MIL methods have be-
come popular in CPath because they only require bag-level (WSI-level)
labels to train a model and there is no need to exhaustively annotate
numerous instances (tiles) inside each bag (Carbonneau et al., 2018;
vailable online 5 January 2024
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Fig. 1. Usual method in the clinic for molecular pathways and key mutation prediction is through gene sequencing and immunohistochemistry staining (a). While DL offers cheap
and fast alternatives, they are not good enough (b). Enhanced with SNA features (c), the proposed MIL approach can improve the prediction accuracy (d).
Campanella et al., 2019). In comparison to instance-level labels, WSI-
level labels are relatively easier and faster to extract from pathology
reports, patient follow-ups, or associated genomics data. Furthermore,
a property of MIL methods is that they allow for a variable number of
instances in each bag which corresponds well with the properties of the
WSIs.

Colorectal cancer (CRC) is the third most common malignancy and
the second most lethal cancer worldwide (Xi and Xu, 2021). CRC
carcinogenesis, arising through multiple genetic events, provides the
basis for precision medicine by explaining the genetic and epigenetic
diversity in disease progression and tumour growth among patients.
Determining CRC molecular pathways, genetic subtypes, and mutations
along with TNM staging are key to the shift in paradigm from ‘‘one
drug fits all’’ to precision medicine (Al-Sohaily et al., 2012), though
limited to only a subset of patients (Bilal et al., 2022a). Microsatel-
lite instability (MSI) status of a CRC tumour serves as an approved
biomarker for the first-line immunotherapy treatment (FDA et al.,
2020). Other molecular pathways including chromosomal instability
(CIN), CPG island methylator phenotype (CIMP) and genetic muta-
tions (such as TP53, BRAF, NRAS, and KRAS) further help to select
adjuvant or anti-EGFR therapies (Singh et al., 2021). Immunohisto-
chemistry (IHC) (Boland and Goel, 2010) or Polymerase Chain Reaction
(PCR) (Pritchard and Grady, 2011), In-Situ Hybridization (ISH) or Next
Generation Sequencing (NGS) of the human genome, are required to
know patients molecular and genetic statuses (Luchini et al., 2019;
El-Deiry et al., 2019) (Fig. 1a).

These workflows require extra processing time, human expertise,
and expenses. Moreover, some tests for measuring these attributes can
be destructive to the testing sample. An interesting use case of MIL
and weakly-supervised learning can be predicting such entities directly
from Haematoxylin and Eosin (H&E) stained slides (Fig. 1b). To this
end, DL-based methods have shown great potential to predict different
molecular pathways or key mutations with considerable accuracy using
only H&E slides and WSI-level labels (Kather et al., 2019b, 2020; Echle
et al., 2020; Bilal et al., 2021; Laleh et al., 2021; Couture, 2022)
2

Although predicting these important entities through DL methods is
gaining increasing attention (Couture, 2022) and MIL-based methods
have shown promising results on many of these complex prediction
tasks (Bilal et al., 2021), most existing methods are bound by intrinsic
limitations of CNNs relying on only pixel-level information. In other
words, most of the tested DL-based or MIL-based methods in CPath
use only feature representations extracted by a pretrained CNN model
from input images (Laleh et al., 2021). Despite studies showing that
using auxiliary information from different modalities can help improve
models’ performance in difficult prediction tasks such as survival pre-
diction (Chen et al., 2020; Mobadersany et al., 2018), no method
has ever tried incorporating auxiliary information for molecular al-
teration or key mutation prediction tasks. This is perhaps because of
the fact that widely used auxiliary information comes from genomics
data (Boehm et al., 2022) whereas, for the aforementioned tasks, we
are trying to avoid using expensive IHC staining or gene sequencing
and instead predict these important entities directly from H&E images.
Furthermore, access to auxiliary data from other imaging modalities,
such as MRI, is not always available.

Another important drawback of DL-based methods is the lack of
interpretability. In recent studies, different DL-based methods try to
increase the explainability of their approach by visualizing the atten-
tion score (Lu et al., 2021b) or the prediction score (Bilal et al., 2021)
of different tiles of the WSI as a heatmap overlay. However, even
with heatmap overlays, it is still unclear how tissue morphology or
pathological primitive structures in a histology image relate to deep
CNN features. Often, it is required that pathologists review the most
attentive regions (Lu et al., 2021b) or study the cellular compositions
in those regions (Bilal et al., 2021) to gain some insights into the
prediction.

In this paper, we propose to address these challenges by incorporat-
ing cell-to-cell relationship information as auxiliary inputs in weakly-
supervised DL frameworks to boost their performance for the prediction
of molecular pathways and key mutations in colorectal cancer. This

is done by introducing cell graphs with nuclei as nodes and nuclei
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connections as edges of the network. These networks help us to identify
statistics of cellular communities or influential cells, which may be im-
possible to locate by manual inspection but may contain diagnostically
significant information about the tissue microenvironment. Because cell
nuclei are vital histology primitives and are always present in H&E
stained images, this kind of auxiliary information is always available
at hand without incurring extra costs.

Our proposed approach leverages Social Network Analysis (SNA)
measures (Newman, 2018) to capture cell connections in the tumour
microenvironment. SNA is a field of research that has been widely
used to investigate social relationships among entities (Fig. 1c), such
as social media analysis (Hagen et al., 2018) and disease transmis-
sion (Krause et al., 2007). By considering cells in the tumour microen-
vironment as individuals and their connections as social relationships,
we can extract SNA-based features from cell graphs, which provide
abstract yet interpretable information about the spatial distribution and
relationships of cells (Zamanitajeddin et al., 2021). These features can
be used as auxiliary information alongside CNN-based image repre-
sentations to improve prediction performance for key mutations and
molecular pathways.

The proposed framework offers several advantages, including com-
putational efficiency and scalability. First, the extraction of SNA fea-
tures from cell networks, which does not rely on graph neural networks
and GPU computation, eliminates the need for accurate nuclei seg-
mentation or morphological feature extraction. Second, it explicitly
captures cell relationships within the image, which CNN-based methods
do not explicitly model. Third, it allows for the identification of tissue
phenotypes and the highlighting of biologically important regions in
the image. By incorporating SNA-based features in recent deep learn-
ing frameworks (Fig. 1d), we show that our approach outperforms
other methods and achieves the state-of-the-art (SOTA) performance
for CIN, HM, TP53, BRAF, and MSI prediction tasks. To the best of
ur knowledge, this is the first study to extract auxiliary information
bout cell relationships from the histology image itself to enhance DL
odels’ performance for high-level prediction tasks. In summary, the
ain contributions of this work are as below:

• We propose a novel weakly supervised DL framework that inte-
grates deep image features and cell relationship information to
enhance performance.

• We utilize efficient social network analysis to capture cell rela-
tionship information.

• The proposed framework achieves SOTA performance for predict-
ing CIN, HM, TP53, BRAF, and MSI for colorectal cancer.

• Unveil insights into the association between cell distributions and
relationships with molecular pathways and key mutation status.

. Related works

In recent years, deep learning has been applied to the field of
Path to extract valuable information from histopathological images.
arious studies have demonstrated the ability to predict molecular
iomarkers, genomic subtypes, and protein biomarkers from WSIs using
L algorithms (Couture, 2022; Ghaffari Laleh et al., 2022; Srinidhi
t al., 2021; Ahmedt-Aristizabal et al., 2021). These algorithms are
ften weakly supervised, meaning that they only require slide-level
abels rather than pixel-level or tile-level annotations (Ghaffari Laleh
t al., 2022; Carbonneau et al., 2018). These methods have been
pplied to a range of cancer types and have shown promising results
n improving the accuracy of classifying molecular pathways and key
utations. However, challenges such as small training sets, rigorous
3

alidation, and model interpretability still persist. n
2.1. MSI prediction in CRC

Two of the first studies that investigated the use of DL methods for
molecular alteration detection directly from H&E images are (Kather
et al., 2019b; Echle et al., 2020). Echle et al. (2020) proposed a
DL method for the detection of MSI and mismatch-repair deficiency
(dMMR) in colorectal tumours. They collected data from 8836 colorec-
tal tumours from various locations and trained a DL classifier using
this data. Kather et al. (2019b) performed a similar study where they
claimed that using DL-based methods, MSI testing would be more
widely available, as DL method only requires H&E histology which is
commonly available in clinical practice, rather than additional genetic
or immunohistochemical tests.

Cao et al. (2020) propose an ensemble MIL model to predict MSI
status in CRC based on histopathology images. The method uses a
residual convolutional neural network (ResNet) (He et al., 2016) to
compute patch likelihoods in a MIL paradigm and then aggregates
the patch likelihoods using two independent MIL methods, Patch Like-
lihood Histogram (PALHI) and Bag of Words (BoW), to obtain the
WSI-level prediction. The model presented in Cao et al. (2020) has been
tested on TCGA and Asian-CRC datasets where it was able to capture
the relationship between pathological phenotype and MSI and identify
pathological imaging signatures that are associated with mutation bur-
den and DNA damage repair-related genotype in the genomic profiles,
and anti-tumour immunity activated pathway in the transcriptomic
profiles (Cao et al., 2020). Yamashita et al. (2021) proposed a DL-based
system called MSINet to predict MSI in CRC directly from H&E-stained
WSIs. The study not only reported high performance on internal and
external datasets but also compared the model’s performance with
that of five pathologists, finding that the model’s performance was
significantly higher than the pathologists (Yamashita et al., 2021).

Lv et al. (2022) proposed a joint region-attention and multi-scale
transformer (RAMST) network for MSI detection in colorectal cancer.
Their proposed method used a region-attention mechanism and a fea-
ture weight uniform sampling (FWUS) method to learn a representative
subset of image patches from WSIs and introduced a transformer archi-
tecture to fuse multi-scale histopathology features for slide-level MSI
detection. Prediction of MSI from H&E images has attracted attention
and a comprehensive review of the recent methods can be found
in Echle et al. (2021) where authors systematically summarized and
compared the existing methods on this topic. Echle et al. (2021) noted
that DL-based methods have the potential to facilitate the identification
of patients eligible for treatment with immune checkpoint inhibitors by
pre-screening or replacement of current methods.

2.2. Prediction of other genomic markers

One of the pioneering works in gene mutation prediction from
H&E images was from Coudray et al. (2018) where they trained CNN
network to predict the ten most commonly mutated genes in lung
cancer, with six of them (STK11, EGFR, FAT1, SETBP1, KRAS and TP53)
showing promising results on TCGA-LUAD dataset with AUCs ranging
from 0.733 to 0.856. Another influential work is by Kather et al. (2020)
where they applied a DL method to more than 5000 patients with
various types of cancer and found that in multiple major cancer types,
the genotype of point mutations was predictable directly from H&E
images. Kather et al. (2020) were able to successfully identify various
actionable genetic alterations such as TP53 and EGFR mutational status
in lung adenocarcinoma, BRAF and KRAS mutations in colon and rectal
cancer, TP53, MAP2K4, and PIK3CA mutations in breast cancer, and
DK12 and PIK3CA mutations in prostate cancer.

Building on the previous successful studies, Teichmann et al. (2022)
resented an end-to-end learning pipeline for WSI classification that
redicts MSI in colorectal tumours and specific mutations in colon,
ung, and breast cancer cases without requiring any auxiliary an-

otations. A feature recalibration-based MIL method was proposed
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by Chikontwe et al. (2022), which recalibrates the distribution of a
WSI bag (instances) by using the statistics of the max-instance (critical)
feature and employs a position encoding module (PEM) to model spa-
tial/morphological information. DeepSMILE is a deep learning method
proposed by Schirris et al. (2022) for analysing WSIs of H&E-stained tu-
mour tissue using self-supervised pre-training and heterogeneity-aware
deep MIL, which improves the performance of genomic label classifica-
tion (MSI in CRC and HRD score in breast cancer) with fewer labelled
data, reaching similar performance as the baseline with only 40% of
the labelled data. Similarly, Li et al. (2022) proposed a novel con-
trastive representation learning framework called Lesion-Aware Con-
trastive Learning (LACL) for histopathology WSI analysis. The authors
evaluated their proposed method on the EGFR dataset, comprising lung
adenocarcinoma WSIs, for epidermal growth factor receptor (EGFR)
gene mutation identification. The results show that LACL outperforms
other methods in histopathology image representation learning on
EGFR mutation detection (Li et al., 2022). Furthermore, Zhao et al.
(2022) proposed SETMIL, a novel Spatial Encoding Transformer-based
MIL method, that aims to learn an informative and effective represen-
tation of each WSI to predict EGDR gene mutation prediction in lung
cancer.

Utilizing graphs and graph neural networks (GNNs) for solving
complex problems in CPath is becoming popular as well (Jaume et al.,
2021; Ahmedt-Aristizabal et al., 2021). Authors in Reisenbüchler et al.
(2022), proposed a new method called Local Attention Graph-Based
Transformer for Multi-target Genetic Alteration Prediction (LA-MIL)
that utilizes local self-attention to model dependencies in large-scale
WSIs for predicting multiple biomarkers in gastrointestinal cancer.
Reisenbüchler et al. (2022) compared their method to existing models
and showed competitive results for predicting gene mutation (such as
MSI, TMB, BRAF, and TP53) in CRC. The authors also show that their
approach can leverage information from multiple targets to achieve
better overall performance (Reisenbüchler et al., 2022). Lu et al. (2022)
introduced a novel graph neural network-based model (SlideGraph) to
predict HER2 status in breast cancer directly from H&E WSIs.

Hu et al. (2022) proposed a self-interactive MIL method for predict-
ing molecular traits from tissue morphology in WSIs. Authors argued
that previous methods, such as CLAM (Lu et al., 2021b), which rely
on tile-level multi-instance learning and a fixed pretrained model for
feature extraction, are not optimal for capturing both fine-grained
features at the tile level and global features at the slide level. The
proposed approach iteratively feedbacks training information between
fine-grained and global context features. The method is evaluated on
four subtyping tasks: EMT status in ovarian cancer, KRAS mutation
n colon and lung cancer, EGFR mutation in colon cancer, and HER2
tatus in breast cancer and the results show an average improvement
f 7.05–8.34% in terms of AUC over the baseline (Hu et al., 2022).
part from H&E images, Jiménez-Sánchez et al. (2022) introduced
aroNet, a deep learning framework that models the multi-scale tu-
our microenvironment from multiplex-stained cancer tissue images

nd provides patient-level interpretable predictions using a seamless
nd-to-end learning pipeline. They utilized their method to predict
OLE mutation status in Endometrial carcinomas.

.3. SOTA weakly-supervised DL

Lu et al. (2021b) introduced a weakly supervised DL method called
lustering-constrained-attention multiple-instance learning (CLAM)
hich is presented for data-efficient WSI processing. The method uses
ttention-based learning to identify subregions of high diagnostic value
o classify whole slides and instance-level clustering to constrain and
efine the feature space. It is applied to the subtyping of renal cell
arcinoma and non-small-cell lung cancer, and detection of lymph node
etastasis (Lu et al., 2021b). Bilal et al. (2021) proposed a novel
IL training strategy called iterative draw-and-rank sampling (IDaRS)
4

hat was used to predict the status of molecular pathways and key
mutations in CRC. The original IDaRS was able to predict the status of
the three main CRC molecular pathways (MSI, CIN, CIMP) and detect
BRAF and TP53 mutations as well as predict hypermutated (HM) CRC
tumours with high accuracy. IDaRS was able to achieve SOTA AUROC
values and also revealed novel histological features associated with
each molecular pathway and key mutation through data-driven analysis
of the cellular composition of image tiles. Among the recently proposed
DL methods for WSI processing, IDaRS and CLAM have shown SOTA
results for various tasks (Bilal et al., 2022b,a; Graham et al., 2023; Lu
et al., 2021a; Chen et al., 2022). Ghaffari Laleh et al. (2022) aimed
to systematically compare the performance of such DL methods for
WSI processing in CPath. Six clinically relevant prediction tasks were
selected, including the classification of morphological subtypes in renal
cell carcinoma, prediction of microsatellite instability in colorectal and
gastric cancer, and prediction of mutations in the BRAF and FGFR3
genes in colorectal and bladder cancer respectively. Six commonly
used methods were implemented and compared, including both clas-
sical weakly-supervised approaches and MIL-based approaches. The
results of the study showed that in mutation prediction tasks, classi-
cal weakly-supervised methods outperformed MIL-based methods, and
these findings motivate the development of new methods which com-
bine the assumptions of MIL with the higher performance of classical
weakly-supervised approaches (Ghaffari Laleh et al., 2022). Couture
(2022) recently reviewed the current advancements in using DL for pre-
dicting molecular biomarkers from H&E images in various cancer types,
highlighting the leading trends, challenges, and potential applications
in biomarker screening and patient outcomes prediction.

3. Methodology

3.1. Overview

In Fig. 2, we present an overview of the proposed method where
we use social network analysis techniques to improve DL-based MIL
methods in the prediction of molecular pathways and key mutations in
CRC. The proposed method requires four main steps to operate, each
of which will be explained in the following sections. First, we explain
how tumour tiles are extracted from WSIs to form a tile dataset. Then,
we describe the construction of the cell social networks from tumour
tiles, which fill the cell network dataset. After that, we introduce
social network analysis (SNA) measures and their statistical features
as descriptors of cell relationships in tumour tiles. Finally, we explain
how we incorporate social cell relationship information in conjunction
with visual (deep) features into DL-based MIL pipelines (such as CLAM
and IDaRS) to improve predictions.

3.2. Tumour tile extraction and preprocessing

The first step in our method is to extract tumour tiles from WSIs in
the dataset. This is because only tumour regions carry information and
potential signals related to key mutations and molecular pathways. This
approach has been utilized previously in DL-based approaches (Bilal
et al., 2021) and replicates the DNA sequencing or bio-marker profiling
experiments that are done in the lab, where only tumour regions and
cells are studied, to obtain ground truth labels.

To this end, the tissue region in the slides is segmented through
Otsu thresholding. Tiles are then extracted from the segmented tissue
regions only, following the protocol outlined in Kather et al. (2019b,
2020) and Bilal et al. (2021). More precisely, each WSI is divided into
square tiles of 256 μm edge length at 20× magnification (0.5 μm/pixel
resolution), which results in tile images with a size of 512 × 512 pixels.
In our experiments, slides with less than ten tiles were excluded. The
tile images are then resized to 1.14 μm/pixel resolution, resulting in
square tiles of size 224 × 224 pixels, which is a standard size for

ResNet18 (He et al., 2016). To ensure the best results for downstream
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Fig. 2. Overview of the proposed method for improving deep learning methods for prediction of key mutations using social network analysis: (a) tumour tiles database creation,
(b) cell network generation, (c) SNA-based statistical feature extraction from cell networks, and (d) training DL model using both deep and SNA features (Proj and Cls stand for
Projection layer and Classifier MLP, respectively, see Section 3.6).
analysis through deep learning models and avoid domain-shift prob-
lems, the stain information of all tiles is normalized using (Vahadane
et al., 2016) structure preserving stain normalization algorithm. These
steps are depicted in Fig. 2a.

Normalized tiles are classified in tumour and non-tumour groups
using the same tumour classifier model which is introduced in Bilal
et al. (2021), a ResNet34 model and trained on 35,436 tiles taken from
seven TCGA slides and datasets taken from Kather et al. (2019b) and
Shaban et al. (2020). The resulting tumour tiles form ‘Tile Dataset’,
𝐒𝐓, which comprises of tile sets, 𝐓𝐼 ∈ 𝐒𝐓, of the images (𝐼) in the
dataset, where tile set of each image contains only tumour tiles 𝐭 of
that image, i.e. 𝐒𝐓 = {𝐓𝐼 |𝐓𝐼 = {𝐭1,… , 𝐭𝑘}, 𝐼 = 1,… , 𝐾}, where 𝐾 is the
total number of WSIs in the dataset and 𝑘 is the number of tumour tiles
in image 𝐼 . All the tile extraction, stain normalization and tumour tile
classification steps can be done using TIAToolbox (Pocock et al., 2022).

3.3. Cell network generation

In our method, the potential cell-to-cell relationships are repre-
sented by a meaningful network (graph 𝐺 = (𝐕,𝐋)) constructed from
a histological image. In such a network, nuclei are considered as
network nodes (𝐕) and their potential relationships as network edges
(𝐋). Accordingly, we use these two procedures to create cell networks
for each tumour tile in the dataset (as shown in Fig. 2b): (1) node
identification by nuclei centroid detection and (2) finding the network’s
edges configuration using K-Nearest Neighbours (KNN) algorithm.
5

3.3.1. Detection of nuclei as network’s nodes
Because we do not incorporate nuclear morphological features in

our cell network, our approach does not require exact nuclei segmenta-
tion. We are only interested in nuclei relationships, therefore, detecting
the centroid position of each nucleus would suffice. To achieve cell
detection, we train Efficient-Unet (Jahanifar et al., 2021) with nuclei
inverse distance maps (�̃�𝑑) as ground truth. In particular, we first
extract the centroid of each instance and place a point on an empty
canvas to form a centroid map, 𝑀𝑐 . Then, euclidean distance map 𝑀𝑑
is generated where the value of each pixel (𝑖, 𝑗) is equal to its distance
to the closest centroid point in 𝑀𝑐 , (𝑖𝑐 , 𝑗𝑐 ). In other words, 𝑀𝑑 (𝑖, 𝑗) =
√

(𝑖 − 𝑖𝑐 )
2 + (𝑗 − 𝑗𝑐 )

2. Having 𝑀𝑑 distance map, we can calculate the
inverse distance map for an image as below:

�̃�𝑑 = 𝑠 ⋅ 𝑒
𝜎(1−𝑀𝑑∕𝜏) − 1

𝑒𝜎 − 1
, (1)

where 𝜏 = 15 is the distance threshold to the nucleus centroid, which is
used to clip distances more than 𝜏 to 0, and 𝜎 is a smoothing parameter
set to 3. The scaling parameter, 𝑠 = 3, is also used to scale up all
the original values from range [0, 1] into range [0, 3] so that the loss
function, mean squared error (MSE) in our case, can better learn from
the ground-truth and penalize more for mistakes. We incorporate MSE
as the loss function because inverse-distance map prediction is a pixel-
wise regression task and MSE proved to perform well with this kind of
problem. A sample input and output prediction (inverse distance map)
are shown in Fig. 3.
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Fig. 3. Nuclei detection by distance map prediction using Efficient-UNet.

For post-processing at the inference time, we use a simple peak
detection algorithm which finds local maximums in the prediction map
that are at least 11 pixels apart. We also neglect weak peaks that have
prediction values less than a third of the highest peak in the prediction
map. The final collection of refined peaks forms the graph node set:
𝐕 = {𝑣𝑖 = (𝑥𝑖, 𝑦𝑖) ||(𝑥𝑖, 𝑦𝑖) ∈ Peaks(�̃�𝑑 ) }.

We use the Lizard dataset (Graham et al., 2021a,b) to train our
nuclei detection model which is the largest and the most versatile pub-
licly available nuclei instance segmentation and classification dataset,
containing nearly 500,000 labelled nuclei in H&E stained colon tissue.

3.3.2. Finding network edges
We consider an edge between two nuclei if their Euclidean distance

is less than a particular radius because we believe that nearby cells
in a histology sample are more likely to interact with one another.
Therefore, in our cell graph, 𝐺, we consider an edge between two
nodes (𝑣𝑖, 𝑣𝑗 ) if their euclidean distance, D(vi, vj), is smaller than a
certain radius, 𝑟. However, in order to prevent over-connecting a node,
we further confine the number of edges to the k-nearest neighbours.
Therefore, the (𝑖, 𝑗) cell of our graph’s adjacency matrix, 𝐀𝑖𝑗 , for two
nodes (𝑣𝑖, 𝑣𝑗 ) is set to 1 (indicating an edge between the nodes) if those
nodes are k-nearest neighbours to each other and have their Euclidean
distance less than a radius. In other words, our graph edges can be
defined as follows: 𝐄 = {(𝑣𝑖, 𝑣𝑗 )

|

|

|

𝑣𝑖 ∈ KNN(𝑣𝑗 )∧ D(𝑣𝑖, 𝑣𝑗 ) ≤ 𝑟}. The
whole process of cell network generation is depicted in Fig. 2b where
results of cell detection and network edge formation are shown for a
sample tumour tile.

3.4. SNA measures

Raw data from a large cell network is not easily understandable,
therefore, we need some measures to capture the informative charac-
teristics of the network structures and describe them quantitatively. In
the tumour microenvironment, we assume that cells are social actors,
and we derive a number of metrics from the SNA field (Newman, 2018;
Scott, 1988) to describe their relationships. In particular, the following
six SNA measures are incorporated into this study:

Node Degree (ND): The number of edges that connect a node to
other nodes in a network is known as its node degree, deg(𝑣). For
instance, a cell’s ND in a cell social network represents how many other
cells it is directly associated with. If nuclei co-exist in dense packs (for
example in tumour regions), one can expect high values of ND for all
the nodes in that region.

Clustering Coefficient (CL): The percentage of triangles Tri(𝑣) that
are actually formed across a node is known as a clustering coefficient,
which quantifies the density of triangles in a network:

CL(𝑣𝑖) = 2Tri(𝑣𝑖)∕(deg(𝑣𝑖)(deg(𝑣𝑖) − 1)) (2)

The clustering coefficient calculates how many cells in a social
network of cells tend to group together. For example, this measure can
highlight inflammatory clusters where cells tend to form large clusters.

Closeness Centrality (CC): The closeness centrality of a node 𝑣𝑖
is the reciprocal of the average of the shortest-path distances d(., .)
between that node and all other nodes in the network:

CC(𝑣𝑖) =
𝑁 − 1

∑ , (3)
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𝑗,𝑗≠𝑖 d(𝑣𝑖, 𝑣𝑗 )
where 𝑁 is the total number of cells in the network. Nodes that can
easily access other nodes are highlighted by closeness centrality. In
the analogy of a cell social network, a cell that has a higher closeness
centrality is closer (in network terms) to every other cell.

Degree Centrality (DC): The node degree is normalized to deter-
mine the network’s simplest centrality definition or degree centrality:

DC(𝑣𝑖) =

∑𝑁
𝑗=1 𝐀𝑖𝑗

𝑁 − 1
(4)

This measure includes network size information in addition to node
degree.

Eigen Vector Centrality (EC): This centrality gauges a node’s
influence within the network. EC is a variation on degree centrality
in which each node’s score is derived from the scores of the nodes that
surround it. Therefore, if a node in the network is connected to many
nodes or certain nodes with high degrees, it may have a high EC score.
We define the eigenvector centrality for node 𝑣𝑖 as 𝑥𝑖:

EC(𝑣𝑖) = 𝜆−1
∑

𝑣𝑗∈ (𝑣𝑖)
𝐀𝑖𝑗EC(𝑣𝑗 ) (5)

where 𝜆 is eigenvalue and  (𝑣𝑖) is the set of neighbours of 𝑣𝑖 (New-
man, 2018). The power iteration algorithm is used to solve the above
equation and find the EC of nodes. EC in cell social networks reveals
the cells with significant network influence.

Katz Centrality (KC): Similar to EC, Katz centrality is a general-
ization of degree centrality in which each node’s centrality score is
determined by taking into account all linked neighbours, whether they
are close-by or far-away (Katz, 1953). Each neighbouring node in KC
will receive an initial constant centrality, 𝛽, while contributions from
far-off nodes will be penalized with an attenuation factor, 𝛼, during the
calculation of Katz centrality for the node 𝑣𝑖:

KC(𝑣𝑖) = 𝛼
∑

𝑣𝑗∈ (𝑣𝑖)
𝐀𝑖𝑗KC(𝑣𝑗 ) + 𝛽𝑖 (6)

Please note that, unlike other works based on cell networks (Zhou
et al., 2019), nuclei sampling is not necessary before extracting SNA
measures since they are not constrained to computationally intensive
GNNs. To better understand the concept of each introduced network
measure, you can refer to Fig. 7 where we illustrate two sample cell
networks with their nodes coloured based on values of different SNA
measures.

3.5. Statistical SNA features

All the introduced SNA measures in the previous section are calcu-
lated per node in the network. However, it is challenging to directly
incorporate nodes’ SNA measures in the classical ML or DL pipeline
because the number of nodes is often too high and always varies from
one sample to another (the number of nuclei in different WSIs is not the
same). Therefore, following Zamanitajeddin et al. (2021), we extract
statistical features of all SNA measures from each slide to distil the
cell relationship information of those WSIs into fixed-size and relatively
low-dimensional feature vectors.

In particular, we find the distribution of values of every SNA mea-
sure by calculating their histogram (with 10 specified bins) and then
concatenate the resulting histogram counts with the maximum, mini-
mum, mean, standard deviation, and median of SNA measure to build
a feature vector, 𝐞. In total, for each cell social network, we have 6
sets of SNA measures and for each of those we extract 15 statistical
features which will result in a feature vector of size 90 elements to
describe the cell relationships in that social cell network i,e, 𝐞 ∈ R𝟏×𝟗𝟎.
The collection of SNA feature vectors forms ‘SNA Feature Dataset’, 𝐒𝐄,
which contains sets of feature vectors (𝐄𝐼 ) for 𝐾 images in the dataset
i.e., 𝐒𝐄 = {𝐄𝐼 |𝐄𝐼 = {𝐞1,… , 𝐞𝑘}, 𝐼 = 1,… , 𝐾}. Here, 𝑘 is the number
of tumour tiles in image 𝐼 and for every tumour tile exists one SNA
feature vector 𝐞.
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It is worth mentioning that SNA features collect information from
the cell network by focusing exclusively on cell-to-cell connections and
recording spatial relationships between them. They are not reliant on
exact nucleus segmentation or feature extraction. Furthermore, SNA-
based features are easily scaleable since SNA measure extraction is
computationally efficient and is not restricted by GPU memory. The
process of calculating SNA measures and their statistical features is
illustrated in Fig. 2c. We provide an extensive list of key SNA features
and their interpretation in cell networks in Table S3 of supplemen-
tary material Section S2, offering insights into their significance and
implications in the context of our study.

3.6. Embedding SNA features in DL methods

The extracted feature vectors for cell networks can be directly
compared, used to train a classical ML model (Zamanitajeddin et al.,
2021), or incorporated in DL pipelines as an auxiliary input to enhance
a histology image classifier that uses only image representations.

Typically, WSIs have a large number of tiles that may not be related
to the slide label. It can be difficult to decide which tiles to use for
training a DL model, and there is often no cellular-level annotation
available. Traditional methods of training a deep neural network on
all tiles (such as Kather et al., 2019b) of the training set are not
efficient with only a slide-level label available. This can lead to training
bias and inefficiency. Randomly selecting tiles from each WSI may not
improve prediction accuracy, and selecting the most predictive tiles in
a brute-force manner is computationally infeasible.

In this study, we choose to work with two SOTA DL-based weakly-
supervised approaches, namely CLAM (Lu et al., 2021b) and IDaRS (Bi-
lal et al., 2021), that proposed different ways to alleviate these chal-
lenges. Although these methods share similar principles, there are some
differences in their training and implementation that make a great gap
in their performances. Both methods utilize a CNN (different variants
of ResNet) to extract deep image features from tiles, 𝐳 = CNN(𝐭) where
∈ R𝟏×𝟏𝟎𝟐𝟒.

The idea of this study is to combine deep image features with
NA features to generate a better representation of the image and
hen feed that into either CLAM or IDaRS (or any other DL-based
IL/weakly-supervised system) instead of using only deep features.
owever, directly doing that will dilute SNA features as there exists
dimension imbalance between 𝐳 and 𝐞 (1024 vs. 90). Therefore, we

ntroduce dimension-reduction function Proj(.) to actively reduce the
imension of 𝐳:

= Proj(𝐳) = ReLU(𝐖𝐳T + 𝐛) (7)

here 𝐖 ∈ R𝟗𝟎×𝟏𝟎𝟐𝟒 and 𝐛 ∈ R𝟗𝟎×𝟏 are trainable parameters of reduc-
ion function. By doing this, projected deep features 𝐡 and SNA features

can be efficiently combined (by concatenation) to form a feature
ector of 𝐟 = [𝐡, 𝐞] ∈ R𝟏×𝟏𝟖𝟎. The feature vector 𝐟 is fed into the
ext layers of the network, Cls(.) function, which is either a 3-layer
ultilayer perceptron (with 64, 64, 2 output nodes) in IDaRS or the at-

ention mechanism network in CLAM (Lu et al., 2021b). In either case,
e can consider the training of the whole deep neural network model
((𝐭, 𝐞),𝝍) = Cls

(

𝐟 =
[

Proj(CNN(𝐭)), 𝐞
])

with trainable parameters 𝝍
s a weakly-supervised machine learning problem with the following
mpirical error formulation:

in
𝝍

1
|𝐒|

∑

(𝐓𝐼 ,𝐄𝐼 )∈{𝐒𝐓 ,𝐒𝐄}

1
|

|

𝐒𝐓||

∑

(𝐭,𝐞)∈{𝐓𝐼 ,𝐄𝐼 }
(𝑦𝐼 ,𝜙((𝐭, 𝐞),𝝍)) (8)

where 𝐒 = {𝐒𝐓,𝐒𝐄} is the collection of Tiles and SNA features datasets,
 is the loss function, and 𝑦𝐼 ∈ {−1,+1} is the WSI-level label
indicating if image 𝐼 belongs to the positive or negative class).

As we mentioned before, there are many differences between the
LAM and IDaRS in the implementation of Eq. (8). For example, IDaRS
ses a ResNet34 model (He et al., 2016) as the CNN(.) function whose
arameters are trainable and fine-tuned during the training process
7

hereas CLAM utilizes a ResNet50 with fixed pre-trained ImageNet
eights. Furthermore, IDaRS incorporates a special iterative draw-and-

ank sampling strategy to choose a collection of random and previously
op-ranked tiles in each iteration (Bilal et al., 2021) while CLAM
ncludes all the tiles and weights the contribution of each tile in the
oss calculation using attention score (Lu et al., 2021b) retrieved from
ttention layer in CLAM’s Cls function. The loss functions  between
he two methods are also different where IDaRS utilizes symmetric
ross-entropy whereas CLAM uses standard cross-entropy loss function.
xplaining the exact details of each algorithm is outside of the scope
f the current manuscript, therefore, please refer to Bilal et al. (2021)
nd Lu et al. (2021b) for more information.

.7. Inference and prediction aggregation

Our proposed method is still a tile classifier that incorporates cell
elationship information in the prediction pipeline. Therefore, when
e want to test the model on a new WSI, we need to pre-process the
SI according to the steps outlined in Fig. 2 to find tumour tiles and

heir SNA feature vectors to be fed into the predictor model to return a
ategory probability for the task that model has been trained for. This
ill result in a set of prediction probabilities for all the tumour patches

n the slide and we will need an aggregation approach to integrate all
hose scores into a WSI-level score. The aggregation method is different
or IDaRS and CLAM use cases. For IDaRS, we use the average score of
ll the tumour tiles that have their score larger than the median score of
ll the tiles in the WSI. Similar to Lu et al. (2021b), for CLAM, the slide-
evel representation is computed by taking the average of all patches in
he slide, with each patch’s contribution being weighted by its attention
core.

. Material and results

.1. Dataset and data split

In this study, we employ the TCGA-CRC-DX cohort, which includes
99 patients and 502 diagnostic slides of primary colorectal tumours
rovided by 36 different US centres. This cohort is the same as the one
sed by Bilal et al. (2021), Kather et al. (2020), Echle et al. (2020)
nd Kather et al. (2019b) to present fair comparisons. As a part of the
ancer genome atlas (TCGA) (Weinstein et al., 2013), the TCGA-CRC-
X cohort comes with comprehensive medical data for each subject
ut we only use the molecular data provided by Liu et al. (2018) to
efine binary labels for the training of the proposed method for binary
lassification.

In particular, we consider training five different models each trying
o predict one of the following entities where the binary labels are
efined:

• Hypermutated (HM) tumour prediction: high mutation density
(HMD, +) vs. low mutation density (LMD, −).

• MSI pathway prediction: microsatellite instable-High (MSI-High
or MSI, +) vs. microsatellite stable and MSI-low tumours (MSS
and MSI-Low combined, −) following Kather et al. (2019b) and
Bilal et al. (2021)

• Chromosomal instability (CIN) pathway: CIN (+) vs. genome
stable (GS, −).

• BRAF mutation: mutant (MUT, +) vs. Wild Type (WT, −).
• TP53 mutation: mutant (MUT, +) vs. Wild Type (WT, −).

lthough a cohort of 502 slides is used in experiments related to BRAF
nd TP53 prediction, we can only include a smaller subset of the cohort
or HM, CIN, and MSI prediction due to missing metadata or insufficient
umour tiles. A summary of the incorporated number of slides and their
ategory is reported in Fig. 4. Nearly 450,000 tumour tiles are extracted
rom the entire TCGA-CRC-DX cohort using the method explained in
ection 3.2.
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Fig. 4. Number of slides from TCGA-CRC-DX dataset used for different cross-validation
experiments. In each category, the solid and shaded colours represent the positive and
negative classes, respectively.

We further incorporated a cohort from Pathology Artificial Intel-
ligence Platform (PAIP) challenge1 for MSI prediction in colorectal
cancer, which contains 35 microsatellite stable (MSS) and 12 mi-
crosatellite instable (in total 47) slides. These slides were acquired from
3 different South Korean centres where PCR tests were used to detect
the microsatellite status of each tumour.

4.2. Evaluation metrics

We follow the convention used in previous studies (Bilal et al.,
2021; Kather et al., 2019b, 2020; Echle et al., 2020) to evaluate the
binary classification done in each experiment. First, the receiver oper-
ating characteristic curve (ROC) and precision–recall curve (PRC) are
extracted by plotting recall against the false positive rate and precision
against recall as the discrimination threshold is varied, respectively.
ROC curve can better highlight the true positive rate (TPR) or sensitiv-
ity of the classifier while PRC can show how much the returning results
are accurate. High areas under both ROC and PRC indicate high recall,
low false positive rate, and high precision. Therefore, we use Area
Under ROC (AUROC) and Area Under PRC (AUPRC) as two metrics for
the evaluation of binary classification.

4.3. Internal cross-validation

All internal cross-validation experiments in this paper are carried
out with four folds where two folds are used for training, one fold
serves as a validation set for identifying the top-performing model, and
a fourth fold is held out as an unseen test set on which the model’s
performance is assessed.

Results of cross-validation experiments for CIN, HM, TP53, BRAF,
and MSI status prediction are reported in Tables 1 to 5, respectively.
In all the tables, we compare the performance of the proposed Social-
CLAM and Social-IDaRS methods, which benefit from SNA features as
well as deep features, with the original CLAM (Lu et al., 2021b) and
IDaRS (Bilal et al., 2021) methods which are SOTA models using only
image (deep) features, SNA features in classical ML setting (Zamanita-
jeddin et al., 2021), and MIL-SNA (using only SNA features in multiple
instance learning frameworks such as IDaRS).

Based on Table 1 for CIN prediction, our proposed Social-IDaRS
method is able to outperform all other methods and achieve SOTA
AUROC of 0.85 improving the results by 2% in comparison to the
original IDaRS. Even higher improvement is seen for Social-CLAM in
comparison to CLAM (more than 4%), showing the relevance and the
added value of using SNA features alongside deep image features. In
comparison to the previously published results in Kather et al. (2020)
which used a DL classifier, performance improvement by Social-IDaRS
is much higher (about 12%). Social-IDaRS also achieves the highest
AUPRC value of 0.93 for CIN tumour prediction which shows both high
sensitivity and precision of the proposed method for the detection of
chromosomal instability pathway.

1 Available at: https://paip2020.grand-challenge.org/.
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Table 1
Results of internal cross-validation experiments on TCGA dataset for CIN status
prediction.

Method AUROC AUPRC

Kather et al. (2020) 0.730 –
Zamanitajeddin et al. (2021) 0.670 ± 0.04 0.830 ± 0.04
MIL-SNA 0.700 ± 0.04 0.850 ± 0.03
CLAM (Lu et al., 2021b) 0.692 ± 0.09 0.852 ± 0.04
IDaRS (Bilal et al., 2021) 0.830 ± 0.02 0.920 ± 0.01

Social-CLAM (Proposed) 0.735 ± 0.06 0.867 ± 0.05
Social-IDaRS (Proposed) 0.850 ± 0.03 0.930 ± 0.02

Table 2
Results of internal cross-validation experiments on TCGA dataset for HM status
prediction.

Method AUROC AUPRC

Zamanitajeddin et al. (2021) 0.680 ± 0.09 0.290 ± 0.03
MIL-SNA 0.560 ± 0.00 0.270 ± 0.04
CLAM (Lu et al., 2021b) 0.717 ± 0.09 0.405 ± 0.10
IDaRS (Bilal et al., 2021) 0.810 ± 0.03 0.570 ± 0.09

Social-CLAM (Proposed) 0.717 ± 0.11 0.517 ± 0.13
Social-IDaRS (Proposed) 0.870 ± 0.01 0.630 ± 0.08

Table 3
Results of internal cross-validation experiments on TCGA dataset for TP53 status
prediction.

Method AUROC AUPRC

Kather et al. (2020) 0.640 –
Zamanitajeddin et al. (2021) 0.580 ± 0.05 0.690 ± 0.05
MIL-SNA 0.630 ± 0.06 0.710 ± 0.05
CLAM (Lu et al., 2021b) 0.639 ± 0.03 0.697 ± 0.04
IDaRS (Bilal et al., 2021) 0.730 ± 0.02 0.780 ± 0.04

Social-CLAM (Proposed) 0.680 ± 0.04 0.775 ± 0.05
Social-IDaRS (Proposed) 0.750 ± 0.04 0.830 ± 0.03

For tumour HM prediction in Table 2, although SNA features in
classical ML methods or MIL models cannot achieve high AUROC values
(0.68 and 0.56, respectively), they can considerably improve the AU-
ROC of HM prediction by 6% (in comparison to original IDaRS) when
used as auxiliary information in the proposed Social-IDaRS method
where we achieve AUROC of 0.87. Furthermore, the Social-IDaRS out-
performs all other methods in terms of AUPRC, showing its capability
of hypermutated tumour detection. Although the AUROC of Social-
CLAM in HM prediction does not increase with the introduction of SNA
features, the AUPRC increases about 11% in comparison to the original
CLAM.

Based on Table 3, the TP53 mutation prediction is also improved by
11% when comparing the Social-IDaRS with Kather et al. (2020) where
the former obtains AUROC of 0.75. Once again, adding SNA features to
image features in both Social-CLAM and Social-IDaRS helps improve
AUROC by about 4% and 2% in comparison to the original CLAM
and IDaRS methods, respectively. However, SNA features in classical
ML or MIL methods or using only image features in an attention
model (CLAM) do not seem very predictive for TP53 mutation predic-
tion, all resulting in AUROC in the range of 0.58 to 0.63. Moreover,
Social-IDaRS is reported to be considerably more precise than other
methods by achieving the highest AUPRC of 0.83 (5% improvement
in comparison to the original IDaRS).

Although the Social-IDaRS outperforms all other methods by high
margins for BRAF mutation prediction based on Table 4 (for exam-
ple, improving AUROC by 13% and 15% over Kather et al., 2020
and Lu et al., 2021b methods, respectively), it seems that using SNA
features does not boost the sensitivity of IDaRS where both IDaRS
and Social-IDaRS achieve the same AUROC of 0.79. However, Social-
IDaRS significantly improves the AUPRC by 6% over IDaRS and SNA
features help Social-CLAM to increase BRAF prediction AUROC and

https://paip2020.grand-challenge.org/
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Fig. 5. The average ROC (first row) and PR (second row) curves related to Social-IDaRS performance on MSI, CIN, HM, TP53, and BRAF prediction tasks. The shaded region
represents the standard deviation of results over 4-fold cross-validation.
Table 4
Results of internal cross-validation experiments on TCGA dataset for BRAF status
prediction.

Method AUROC AUPRC

Kather et al. (2020) 0.660 –
Zamanitajeddin et al. (2021) 0.680 ± 0.04 0.280 ± 0.11
MIL-SNA 0.590 ± 0.06 0.190 ± 0.04
CLAM (Lu et al., 2021b) 0.638 ± 0.06 0.249 ± 0.10
Transformer (Wagner et al., 2023) 0.78 –
IDaRS (Bilal et al., 2021) 0.790 ± 0.01 0.330 ± 0.05

Social-CLAM (Proposed) 0.738 ± 0.06 0.344 ± 0.10
Social-IDaRS (Proposed) 0.790 ± 0.04 0.390 ± 0.08

AUPRC by 10%. Once again, these results indicate the importance of
incorporating SNA features as additional information together with
pixel-based information.

Finally, in Table 5 for MSI status prediction, the proposed Social-
IDaRS method which benefits from both pixel-based image features and
SNA features gains AUROC and AUPRC of 0.88 and 0.63, respectively,
significantly outperforming both methods based on only SNA features
(MIL-SNA by 25% and ML-SNA (Zamanitajeddin et al., 2021) 39%)
and both weakly-supervised DL methods based on only deep features
(IDaRS by 2% and CLAM by 13%). Comparing the attention-based
method of CLAM with the DL-based method of Echle et al. (2020)
shows 2% improvement indicating the importance of the attention
mechanism. But when IDaRS is compared to CLAM, the performance is
notably increased by 11% which highlights the importance of learning
image representation from histology images instead of using ImageNet
pre-trained weights as well as the efficiency of the iterative draw-and-
rank sampling strategy of IDaRS in comparison to attention mechanism
in Lu et al. (2021b). Furthermore, using SNA features as additional
information to pixel-based features in Social-IDaRS and Social-CLAM
adds an extra 2% boost in performance compared to the original IDaRS
and CLAM methods.

In our experiments, we considered recent transformer-based ap-
proaches, specifically the method proposed by Wagner et al. (2023). For
BRAF status prediction, the Transformer achieved an AUROC of 0.78,
whereas our proposed Social-IDaRS produced comparable performance
with an AUROC of 0.790 ± 0.04. Similarly, for MSI status predic-
tion, the Transformer reported an AUROC of 0.83, while our Social-
IDaRS method outperformed it with an AUROC of 0.880 ± 0.02. This
demonstrates that while transformer-based methods like that of Wagner
et al. (2023) have indeed achieved commendable results, our proposed
methodology consistently matches or surpasses these benchmarks, em-
phasizing its efficacy and potential in the given context.
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Table 5
Results of internal cross-validation experiments on TCGA dataset for MSI status
prediction.

Method AUROC AUPRC

Echle et al. (2020) 0.740 –
Zamanitajeddin et al. (2021) 0.490 ± 0.07 0.300 ± 0.06
MIL-SNA 0.630 ± 0.07 0.240 ± 0.06
CLAM (Lu et al., 2021b) 0.742 ± 0.08 0.439 ± 0.12
Transformer (Wagner et al., 2023) 0.83 –
IDaRS (Bilal et al., 2021) 0.860 ± 0.04 0.620 ± 0.10

Social-CLAM (Proposed) 0.760 ± 0.01 0.487 ± 0.09
Social-IDaRS (Proposed) 0.880 ± 0.02 0.630 ± 0.10

Furthermore, we have repeated similar experiments for NRAS and
KRAS prediction tasks, where our analysis revealed that the predictive
values are considerably low across all the methods. In particular, the
best performance metrics were AUROC of 0.63 and AUPRC of 0.15 for
NRAS status prediction which did not achieve the robustness observed
for other molecular alterations. Based on these results, we decided to
focus on tasks with higher predictive validity in the main manuscript
to ensure that the subsequent analysis and discussions derived from the
results stand robust and are not misconstrued or overinterpreted. For
a detailed assessment of the models’ performance on NRAS and KRAS
predictions and to gain insights into the challenges of predicting NRAS
and KRAS statuses, we refer the reader to the supplementary material
Section S1.

On average over all prediction tasks, the Social-IDaRS method raises
the AUROC and AUPRC of predictions by 2.4% and 8.8% over IDaRS (as
well as about average 4% and 7% improvement in AUROC and AUPRC
for Social-CLAM over the original CLAM) which indicates the additional
value that SNA features can bring into DL-based multiple instance
learning frameworks. Additionally, the average standard deviations of
0.026 and 0.064 for the AUROC and AUPROC of the Social-IDaRS
method, respectively, represent the stability of the proposed method
when making predictions.

We summarize the performance of the best model, Social-IDaRS, for
MSI, CIN, HM, TP53, and BRAF prediction tasks on the TCGA dataset in
Fig. 5 where ROC and PR curves are illustrated, and the average and
standard deviation of areas under curves are reported. Furthermore,
confusion matrices related to these experiments are provided in Section
S4 of supplementary materials.

4.4. External cross-validation

For external validation of different methods on the MSI status
prediction task, we first train algorithms on the TCGA-CRC-DX cohort
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Fig. 6. Prediction maps of CIN, HM, TP53, BRAF, and MSI for four cases from the TCGA cohort. The top two rows show successful prediction of all mutations while the bottom
two rows showcase at least one wrong prediction which is highlighted by a red dashed border. Positive and negative signs indicate the ground truth labels for each mutation. For
a more detailed view of these results, please visit our demo viewer at https://tiademos.dcs.warwick.ac.uk/bokeh_app?demo=sna.
and then test them on the PAIP dataset. The results for this experiment
are reported in Table 6 where the proposed Social-IDaRS achieves the
AUROC (AUPRC) of 0.99 (0.98) outperforming IDaRS by 1% (3%),
CLAM by 15% (33%), and ML-SNA (Zamanitajeddin et al., 2021) by
40% (47%). Notably, the performance of Social-CLAM is also increased
by 4% and 14% for AUROC and AUPRC, which implies that utilizing
SNA features in DL models can improve generalizability and increase
the precision of the model considerably.

4.5. Qualitative results

To visualize the performance of the best performing method (Social-
IDaRS) for various predictions on WSIs, we illustrate the prediction
heatmaps overlay on four example WSIs in Fig. 6. For each problem,
the prediction heatmaps are generated by placing the prediction scores
returned by the problem-specific Social-IDaRS model for extracted
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Table 6
Results of cross-validation experiments on PAIP2020 dataset for MSI status prediction.

Method AUROC AUPRC

Zamanitajeddin et al. (2021) 0.59 0.51
CLAM (Lu et al., 2021b) 0.84 0.65
IDaRS (Bilal et al., 2021) 0.98 0.95

Social-CLAM (Proposed) 0.88 0.79
Social-IDaRS (Proposed) 0.99 0.98

tiles on the relative positions. Then, heatmaps are smoothed using a
Gaussian filter for better visualization. In Fig. 6, prediction maps for
CIN, HM, TP53, BRAF, and MSI prediction problems are depicted where
the ground truth labels are shown with + and − signs inside each
case indicating the binary label for each category based on Fig. 4 and
Section 4.1 notation.

https://tiademos.dcs.warwick.ac.uk/bokeh_app?demo=sna
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Fig. 7. Cell networks with nodes coloured based on SNA measures for two patches of an MSI-High sample. The plots in the bottom row show the histogram of SNA measure for
the high-score and low-score patches.
The idea is that if the GT label for a category is positive more
high-score (reddish) regions and if the label is negative more low-
score (bluish) regions should be visible in the heatmap. The top two
rows in Fig. 6 (samples A and B) show accurate predictions for all
categories where heatmap colours for negative cases are mostly bluish
whereas positive cases present more reddish regions. Please note that
the thresholds used for different experiments (CIN, HM, etc.) are differ-
ent, therefore, for a CIN case a high threshold can be utilized to only
select cases with lots of high-score regions as positives. On the other
hand, for HM prediction, even if small areas of the region are positive
it can be considered positive. The proposed Social-IDaRS is capable of
capturing positive cases even with a small number of positive tiles due
to its special score aggregation strategy. The heatmap high-score region
distribution for different categories can also have clinical implications
where for CIN, TP53, and BRAF positive cases almost the whole area
of the tumour show a high-score signal (the whole tumour positive
and even some small positive regions can be seen for negative cases),
whereas for HM, positive signals are only presented in local regions
of the positive tumour and negative cases show almost no high-score
regions indicating that hypermutated tumour can be found only locally.

Samples C and D that are shown in the bottom two rows of Fig. 6
contain 1 and 2 wrong predictions where the GT label for the category
is negative but many high-score regions are predicted or vice versa.
These wrong predictions are highlighted using red dashed borders.
In particular, for sample C, TP53 prediction shows many high-score
regions whereas the GT label for this category is negative. On the other
hand, for BRAF prediction in sample D, the GT label is positive but only
a small region of the tumour is predicted as high-score BRAF mutated
while for this category it is required to see large high-score regions for
a positive case.

To better highlight the relevance of proposed statistical SNA fea-
tures, we apply the Social-IDaRS model for MSI status prediction on
an MSI-High sample and overlay the prediction heatmap on the WSI
overview in Fig. 7. Then, we select the patches with the highest (orange
border) and lowest (blue border) prediction scores to plot the cell net-
works for them. The cell networks for the selected patches are repeated
in 6 columns, each column dedicated to a different SNA measure, where
node colour highlights the value of specific SNA measure at the node
(blue for low values and red for high values). Furthermore, we extract
the distribution (histogram) of all SNA measures for both high-score
and low-score patches and plot them separately in the last row of Fig. 7
where orange and blue distribution curves belong to high-score and
low-score patches, respectively.

In Fig. 7, it is obvious that depending on the arrangement and
connections of the nuclei in high-score and low-score patches, the
11
Fig. 8. Statistical comparison of average distributions of SNA measures over the top 20
most attentive regions of Social-IDaRS model for positive (orange curves) and negative
(blue curves) samples of various prediction tasks.

SNA measure values for each node differ. Take the degree centrality
(DC) measure for example, where the colour of most of the nodes in
the high-score patch is green-blue whereas, in the low-score patch,
all colours can be seen, especially lots of orange nodes. This means
that the high-score patch has more nuclei with lower degree centrality
(shown as a large peak at lower values of degree centrality distribution
in Fig. 7) while nodes in the low-score patch’s cell network show
degree centrality values over a wider range with no distinguished peak
anywhere in the range (blue degree centrality histogram in Fig. 7).
Although it may be hard to distinguish differences in SNA measures of
cell networks, the histograms of values of different SNA measures show
distinct differences between the high-score and low-score patches.

4.6. Statistical analysis of cell distributions

Previously, we illustrated values of the SNA measures and their re-
lated distributions only for a couple of low-score and high-score patches
in Fig. 7. Although that visualization can give qualitative insights into
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Fig. 9. Radar plot of five statistics (max: maximum, min: minimum, avg: average, std: standard deviation, mdn: median) of different SNA measures (CC: Closeness Centrality, DC:
Degree Centrality, EC: Eigenvector Centrality, KC: Katz Centrality, CL: Clustering Coefficient, ND: Node Degree) over the top 20 most attentive regions of Social-IDaRS model for
positive (orange colour) and negative (blue colour) samples of various prediction tasks.
the role of SNA in measuring cell relationship, it may not be clear how
much SNA measures can differentiate between positive and negative
samples of different cell alterations over the whole population. To
do this, we select the top 20 most attentive tiles from positive and
negative samples of each problem based on Social-IDaRS scores, then
extract their distribution and statistical features, calculate the average
for positive and negative classes, and finally visualize them in Figs. 8
and 9.

In Fig. 8, the average distribution for positive (orange) and negative
(blue) samples of different problems are depicted in different rows.
Also, in each row, the distribution of different SNA measures is plotted
separately so we can fairly compare them. At first glance, it is evident
that there is a clear differentiation between the average distribution
of positive and negative patches for all SNA measures through all the
tasks. Take MSI prediction for example (first row of Fig. 8), the average
distribution curves between positive (MSI-High) and negative (MSI-Low
and MSS) samples are clearly different, either showing different peaks
(position and value) or having different standard deviation. When
focusing on the bottom left part of Fig. 8, one can see that for positive
MSI samples, the population of nodes (cells) with various closeness
centralities is always higher than that of negative samples. Referring
to the closeness centrality definition in Eq. (3), this implies that in
positive MSI-High samples cells are generally (on average) closer to
each other in comparison to negative MSS samples. This can be seen
for all other tasks as well (very much highlighted in CIN and TP53).
Similar behaviour can be described for the clustering coefficient, where
for almost every CCo mid-range value, positive samples have a higher
number of nuclei than negative samples, suggesting that in positive
samples cells tend to form clusters more than in negative samples
(however this is not very evident in HM prediction task).

Similarly, the peak property of distributions of other SNA measures
can help interpret the overall nuclei relationships between different
populations. For example, distributions for both Eigenvector and Katz
centralities show different peaks over positive and negative samples. In
the third column from the left, it is obvious that in positive samples,
there are considerably higher numbers of cells with low Eigenvector
centrality values where a dominant peak arises around the Eigenvector
value of 0.04. Whereas, for negative samples, the distribution is flatter
with not much dominant peak (see the third column of the first row in
Fig. 8). As Eigenvector centrality tries to measure node influence (nodes
that have a high degree but are connected to other nodes with high
degrees) in the network, the curves here suggest that positive cases tend
to have considerably more nuclei with mid-range influence and fewer
nodes with very high or very low influence in comparison to negative
patches where all nodes maintain the similar level of influence in the
network (flatter distribution curve).

In order to compare the distributions quantitatively and highlight
their differences, we perform the student’s t-test on average positive
and negative distributions for each SNA measure and each prediction
task. Each t-test was conducted independently for a specific SNA mea-
sure and prediction task combination, ensuring that each statistical
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evaluation was unique and not influenced by others. The 𝑝-values of
all the experiments are also reported in Fig. 8. As it can be seen, for
most of the distributions 𝑝-value is significant (<0.05), suggesting that
the differences in the average positive and negative distributions of
SNA measures are statistically significant. However, this does not hold
for some SNA measures in some prediction tasks, for example, Degree
and Katz centralities in HM prediction (while closeness centrality and
clustering coefficient are significantly different).

Another interesting take from Fig. 8 is that although the general
shape of distributions of positive and negative samples for each SNA
measure does not change much over different prediction tasks, there are
still some differences that vary from task to task. Take Katz centrality
or Node Degree for example, in HM prediction the distributions for
positive and negative samples are very close whereas for MSI prediction
one can see considerable differences. This implies that not all cell
relationship properties that are extracted using SNA measures are pre-
dictive for all the tasks. In other words, different SNA measures quantify
different aspects of cell relationships and each can be beneficial to a
certain task by providing the relevant features, while not being very
beneficial to other prediction tasks. Therefore, we suggest extracting
all the SNA measures in the cell relationship feature extraction step to
avoid missing valuable information for a specific prediction task.

Moreover, we extract the basic statistics of different SNA measures
of high-scored patches for each prediction task and visualize them in
the form of radar plots in Fig. 9. For each SNA measure, the minimum
(min), maximum (max), average (avg), standard deviation (std), and
median (mdn) of the values are extracted, normalized, and averaged
over positive and negative samples to draw orange and blue plots
in Fig. 9. It is easy to note that for all prediction tasks and SNA
measures, there are evident differences between statistical SNA features
of positive and negative samples, suggesting the relevance and differen-
tiability of the proposed features. Furthermore, these features are more
interpretable as singular values. For example in CIN, comparing the
statistics of closeness centrality (max(CC), min(CC), avg(CC), mdn(CC))
values for positive samples with those for negative samples shows a
significant difference between the two groups. This means that the CIN-
positive samples can take higher values of closeness centralities than
negative samples which implies that in CIN-positive samples cells tend
to live in closer communities (in line with what we have observed
with SNA distributions in Fig. 8). On the other hand, the same features
for HM-positive and negative tumours are not much different and all
around the mid-level, proposing that cells in hypermutated tumours
(HM-positive) and wild-type tumours (HM-negative) are distributed
similarly close. An in-depth list of the main SNA features and their
interpretation in cell networks can be found in Table S3.

These kinds of observations and interpretations can be extracted
from all of the plots illustrated in Fig. 9. In general, it seems that for
CIN, TP53, BRAF, and MSI the average normalized values for most of
the statistics of the negative class are higher than those of the positive
class. Also. the trend of differences between positive and negative
classes in statistical features is similar (with minor variations) for all
prediction experiments except for HM prediction.
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5. Discussion

Predicting tumour mutation or molecular alteration status in most
cancers requires either IHC staining or genome sequencing, both of
which are expensive to operate on and might not be possible if there
is no access to cancer tissue. Various studies in recent years tried to
predict these entities from imaging information (WSIs) and artificial
intelligence. Mostly, MIL-based methods are utilized to leverage the
accessible weak labels of the slides which are usually acquired using
the aforementioned tools. As it is often not clear what is contributing
to the molecular alteration status of the tumour or its type in the
H&E stained sample, it is desired that MIL-based methods provide
some explainability on the prediction maps. Furthermore, raw pixel-
based inputs to DL models may not provide them with enough abstract
information to extract relevant features from WSIs for predicting such
hard entities.

To mitigate these challenges, we propose to enhance the SOTA
deep learning-based methods for molecular pathways and key mutation
prediction by incorporating cell relationship information. In particular,
we used the iterative draw-and-ranking sampling strategy to train a
deep neural network classifier that accepts in the input both image-
based and cell-relationship-based features (Social-IDaRS) as well as
an attention-based MIL method that accepts a similar combination of
features (Social-CLAM). The cell relationship information is collected
using a series of measures from the SNA domain which are then ab-
stracted into 90 statistical features (for each image) that can represent
cell-to-cell relationships within the image.

By extensive cross-validation experiments on the TCGA-CRC dataset,
we show that Social-IDaRS can improve the AUROC and AUPRC of
CIN, HM, TP53, BRAF, and MSI prediction tasks by 2.4% and 8.8%
(on average) over the best-performing model in the literature. By
performing similar experiments using Social-CLAM, we show that SNA
features carrying cell relationship information can improve the average
AUROC and AUPRC by 4% and 7% over all tasks in comparison to
CLAM (Lu et al., 2021b) baseline. The outstanding performance of the
proposed Social-IDaRS method on the external PAIP dataset achieving
AUROC and AUPRC of 0.99 and 0.98, respectively, is evidence of the
generalizability of Social-IDaRS.

While deep learning architectures like ResNet50, employed in the
original IDaRS and CLAM methods, are proficient at autonomously
extracting features from images, their reliance on traditional convolu-
tional layers often restricts them to localized pixel patterns, potentially
missing crucial long-range cell relationships pivotal for understanding
molecular pathways in CRC. Addressing this limitation, we integrated
SNA measures, offering a global and abstract depiction of these cell
relationships, enhancing both model accuracy and interpretability. This
methodological adjustment, rooted in cellular social relationships, un-
derlines the discriminative power of the proposed SNA features, signif-
icantly boosting the performance of deep learning models. What sets
these SNA features apart is their direct extractability from an image,
contrasting other methods that resort to auxiliary inputs from different
modalities (Chen et al., 2020, 2022). Hence, not only do the SNA-based
features offer a more holistic view of cellular dynamics and bridge
the gap between raw pixels and molecular intricacies, but they also
present an almost cost-free and consistently available advantage over
more expensive modalities that often lack comprehensive data.

We show that using SNA-based features can add interpretability to
some of the advanced predictions that DL models generate. By plotting
the distribution of SNA measures (Fig. 8) and their basic statistical
features (Fig. 9), we visualize how different social cell relationships
can be associated with different prediction tasks. Based on our SNA-
based feature averaged on most attentive regions of the Social-IDaRS
model, we realized that in CIN+, TP53+, BRAF+, and MSI+ samples
there are more connections (relationships) between nuclei and they are
closer to each other (in terms of network connections, see Section 3.4)
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in comparison to negative samples. On the other hand, all the statistics d
in eigenvector and Katz centralities were higher for CIN-, TP53-, BRAF -,
and MSI- in comparison to their positive counterparts, suggesting that
in the negative samples, there are more influential nuclei although
the cell connections are of higher degrees in positive samples (based
on node degree, degree centrality, and clustering coefficient statistics).
Another interesting observation is the remarkable similarity of radar
plots for MSI and TP53. This similarity implies that, based on extracted
SNA features, general trends of cell relationships between negative and
positive cases are almost identical for MSI and TP53 mutation. How-
ever, we emphasize the ‘‘general trends of cell relationships’’ because
radar plots in Fig. 9 are based on normalized values and real values
of related features are different for MSI and TP53. We believe that
these kinds of insights can be helpful in designing explainable models
or proposing a clinical algorithm for such prediction tasks and therefore
require more attention in the future.

To help with the explainability of the Social-IDaRS model, we have
also provided a visualization tool, called TIAviz, to overlay prediction
heatmaps for multiple example WSIs. The CIN, HM, TP53, BRAF, and
MSI prediction heatmaps in TIAviz are generated similarly to Fig. 6 to
highlight the most and least attentive regions of the model. The inter-
active viewer and the option of switching between different heatmap
overlays can help identify the regions contributing to the prediction of
different molecular pathways or mutations.2

In the proposed method, the extracted SNA features to describe the
tumour micro-environment are based solely on nuclei relationships.
Although they have proven to be beneficial in Social-IDaRS and Social-
CLAM models for various tasks (see results in Section 4.3), they still
do not include any information regarding the type of nuclei. We think
that the integration of nuclei types in the proposed social cell network
pipeline and the introduction of new SNA features that allow the
incorporation of that information can improve the performance of
prediction models on all tasks. Furthermore, including nuclei types can
add another layer of explainability and interpretability to the method,
for example, we can investigate the composition of influential cells in
the cell network to gain more insights into the cancer microenviron-
ment. However, realizing this idea is challenging as it requires accurate
prediction of cell types and finding the optimal way of embedding
that information within cell networks. Moreover, having nuclei types,
it may be possible to generate plausible WSI-level cell networks and
investigate the effect of their properties on sophisticated prediction
tasks such as mutation or molecular alteration prediction.

Another limitation of the current study, and other similar research
studies at the moment, is the lack of publicly available external data
for generalization tests. It has been shown that DL models have the
capacity to generalize better to unseen data if they are trained with
larger and more versatile data. However, curating such data is time-
consuming and expensive. While enough training and validation data
is not available, models for predicting such sophisticated tasks should
be as explainable as possible to eliminate the chance of overfitting.

6. Conclusions

We proposed a novel approach to predict molecular pathways and
key mutations in colorectal cancer by incorporating cell-to-cell rela-
tionship information as auxiliary inputs in a weakly-supervised deep
learning framework. By leveraging SNA measures, we were able to
extract useful information from cell-to-cell connections and improve
the performance of two SOTA models, introducing Social-CLAM and
Social-IDaRS, for multiple prediction tasks including CIN, HM, TP53,
BRAF, and MSI. Our approach outperformed existing SOTA methods
and demonstrated the importance of cell relationships and cellular com-
munities in the tumour microenvironment. Additionally, we provided

2 Our demo is available at https://tiademos.dcs.warwick.ac.uk/bokeh_app?
emo=sna.

https://tiademos.dcs.warwick.ac.uk/bokeh_app?demo=sna
https://tiademos.dcs.warwick.ac.uk/bokeh_app?demo=sna
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interpretability to our predictions by visualizing the distribution of SNA
measures and their basic statistical features. The proposed method is
interpretable and generalizable, making it a valuable tool for precision
medicine in colorectal cancer. This study also highlights the potential of
incorporating SNA in deep learning models for histology image analysis
and the need for further research in this area.
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